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Abstract 
In this research forecast intervals were built for monthly 

inflation rate during 2014 using an autoregressive model 

and the historical errors technique. For the first 7 months 

of 2014 all the actual values of the inflation rate are 

included in the forecast intervals. However, the historical 

errors method provided better results, because the 

intervals’ length is smaller. Therefore, there is a high 

probability for this method to provide the best prediction 

intervals for the next 5 months of 2014.   
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Introduction 

Authors like Bachmann, Elstner & Sims and Bloom and Davis 

showed that the policy uncertainty is the real cause of the decrease in 

actives profit. [1], [2]   

The forecasts uncertainty is the main cause of actual economic 

crisis. The common current in literature that explains a world economic 

crisis registered a major failure. Authors like Novy demonstrated that 

the predictions uncertainty is the real cause of the commercial collapse 

from US during 2008-2009. Therefore, the construction of forecast 

intervals is a better solution, but these intervals should be accompanied 

by a proper assessment of uncertainty. [6] 

Three usual uncertainty measures were the most utilized in 

literature: standard deviation of individual predictions, disagreement 

between forecasters and the variance of aggregated histogram. [5] 

According to Ericsson the most used statistical indicators for forecasts’ 

uncertainty are: 

1. The bias of the prediction;  

2. The variance of forecast error;  

3. Mean Square Error (MSE). [4] 

The forecast intervals are based on the point predictions, forecast 

error and a probability that is associated according to the assumption 

referring to the errors repartition. In the general case, it is made the 

assumption that the random shocks have a normal 

distribution ),0( 2
Net  that supposes a normally distributed probability 

density ).,ˆ( 2
hhtht xNx    It was observed that the actual economic 

crisis has as important characteristic the higher uncertainty that 

diminished more the economic activity compared to the previous crisis.  

From the very beginning the experts used point predictions for 

past periods in order to have a proxy as an uncertainty measure. These 

indicators are compared to ex-ante uncertainty measures.  

The consensus is the agreement degree related to the point 

forecasts made by specialists for a certain variable. The authors defined 

the uncertainty as variance of probability distributions. [8] 

The main aim of this research is to construct and assess the 

uncertainty of the forecast intervals for inflation rate. Therefore, the 

research is structured as it follows: after a short introduction, the second 

section presents the methods for building the prediction intervals. Then, 
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the tests for assessing the forecast intervals are described and the results 

of evaluation for registered data are made. 

 

Forecast intervals construction 

Prediction intervals work under the assumption that the 

prediction errors follow a normal repartition of zero mean and a 

standard deviation represented by the indicator called root mean square 

error (RMSE) based on historical prediction errors. If the probability is 

(1-α), the prediction interval is determined as: 

KkkRMSEzkXkRMSEzkX tt ,...,1)),()(),()(( 2/2/        (1)
 

kX t ( ) - point prediction of variable ktX  made at the moment t  

2/z - the α/2-th quintile of standardized normal repartition.  

The variable at moment t is denoted by  and it is actually an 

observation of a random variable ( ). A random walk (first-order 

autoregressive model – AR (1)) is written as:  

       ( 2) 

- constant (for stationary data series ) 

- error at moment t 

A model with additive errors is written as: 

              (3) 

- predictable component of the model 

- sequence of independent normally distributed random 

variables (null average and constant dispersion: NID(0,  )). 

The exponential smoothing calculates a point prediction by 

creating a weighted average of the latest observation and the most 

recent point prediction. It is an optimal method (it has the least mean 

squared error predictions) for the following model (ARIMA (0,1,1): 

   (4) 

The 100(1- % prediction interval (P.I.) for the h steps ahead 

forecasts are computed as: 

 (5) 

 two-tailed percentage point of the normal distribution of 

null mean and dispersion equaled to 1. 

This PI is symmetric about , the point prediction being 

unbiased. The uncertainty in predictions for only one variable is 

assessed using expected means square prediction error (PMSE). If we 
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make the comparison between predictions for different variables, it is 

recommended the use of MAPE (mean absolute prediction error).  

Exponential smoothing method can be utilized for data set with 

no obvious tendency or seasonality. The PMSE in this case is given by: 

  (6) 

- smoothing parameter 

 - variance of the one-step-ahead prediction errors 

For the random walk, the variance of predictions error is 

computed as: 

                           (7) 

 

      The evaluation of inflation forecast intervals  

   The data refers to the monthly inflation rate in Romania in the 

period from January 1991 to July 2014. The forecasts horizon is 2014: 

January-2014: December. An ex-post assessment was made for the 

period till July 2014. The data are stationary at 1% level of significance, 

according to ADF test.   

 

Table no.1. ADF test for inflation rate in Romania (1991: January-

2013: December) 

 
Include in 

the 

equation 

Computed 

statistic 

Critical values Conclusion 

Intercept 

-3.486089 

 

    1%   

Critical 

Value* 

-3.4561 

    5%   

Critical 

Value 

-2.8723 

    10% 

Critical 

Value 

-2.5725 

 

Stationary data 

series  

Trend and 

intercept 

-4.960956 

 

    1%   

Critical 

Value* 

-3.9953 

    5%   

Critical 

Value 

-3.4277 

    10% 

Critical 

-3.1369 Stationary data 

series 
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Value 
 

none 

-2.990155 

 

    1%   

Critical 

Value* 

-2.5732 

    5%   

Critical 

Value 

-1.9408 

    10% 

Critical 

Value 

-1.6163 

 

Stationary data 

series 

Source: own computations 

 

The models used in making predictions have the following form: 

 

      (8) 

 

The results of estimations are in Appendix 1. 

 

Table no. 2.  Point forecasts and prediction intervals based on 

autoregressive model for the next month (2014: January-2014: 

December) 

 
Month Point 

forecast 

Lower 

limit 

Upper 

limit 

2014- January 0.806 -1.154 2.766 

2014- February  0.776 -1.184 2.736 

2014- March 0.654 -1.306 2.614 

2014- April 0.558 -1.402 2.518 

2014- May 0.455 -1.505 2.415 

2014- June 0.422 -1.538 2.382 

2014- July 0.332 -1.628 2.292 

2014- August 0.206 -1.754 2.166 

2014- September  0.200 -1.76 2.16 

2014- October 0.178 -1.782 2.138 

2014- November 0.167 -1.793 2.127 

2014- December  0.012 -1.948 1.972 

Source: authors’ computations 

 

All the registered values are located in the indicated forecast 

intervals. Moreover, the historical errors method is applied for the same 

variables.  
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Table no. 3. Point forecasts and prediction intervals based on historical 

errors method for the next month (2014: January-2014: December) 

 
Month Point forecast Lower limit Upper limit Actual values 

2014- January 0.875 -1.085 2.835  0.330000 

2014- February  0.776 -1.184 2.736  0.850000 

2014- March 0.563 -1.397 2.523  0.330000 

2014- April 0.226 -1.734 2.186  0.030000 

2014- May 0.286 -1.674 2.246  0.270000 

2014- June 0.116 -1.844 2.076 -0.040000 

2014- July 0.034 -1.926 1.994 -0.270000 

2014- August 0.045 -1.915 2.005 -0.050000 

2014- September  0.157 -1.803 2.117  0.330000 

2014- October 0.572 -1.388 2.532  0.850000 

2014- November 0.357 -1.603 2.317  0.330000 

2014- December  0.226 -1.734 2.186  0.030000 

Source: authors’ computations 

 

All the registered values are located in the indicated forecast 

intervals, but this method provided narrow intervals, which is an 

improvement.  

 

Conclusions 

For monthly inflation rate some forecast intervals are 

constructed for 2014 and the results conduct us to the conclusions that 

all the actual values were located in the forecast intervals in the first 7 

months of 2014, but the historical errors method provided narrower 

intervals.  
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Appendix 1 

 
Variable Coefficient Std. Error t-Statistic Prob.   

C 2.878234 0.608905 4.726902 0.0000 
AR(1) 0.671625 0.043887 15.30364 0.0000 

R-squared 0.461752     Mean dependent var 2.985855 
Adjusted R-squared 0.459781     S.D. dependent var 4.508494 
S.E. of regression 3.313726     Akaike info criterion 5.241270 
Sum squared resid 2997.753     Schwarz criterion 5.267574 
Log likelihood -718.6746     F-statistic 234.2013 
Durbin-Watson stat 2.350876     Prob(F-statistic) 0.000000 

Inverted AR Roots        .67 
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